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ABSTRACT

الدماغية  بالسكتة  الإصابة  بخطر  للتنبؤ  نموذج  تطوير  الأهداف: 
بدقة عالية، مع تحديد أهم عوامل الخطر المرتبطة بها واختيار أفضل 

خوارزمية تعلم آلي لهذا الغرض.

عوامل  مسح  نظام  من  بالغًا   438,693 بيانات  تحليل  تم  المنهجية: 
الخطر السلوكية لعام 2021. وشملت الدراسة الخصائص الديموغرافية 
إحصائية  أساليب  واستخدمت  للمشاركين،  السريرية  والعوامل 
لتحديد  المتبادلة  والمعلومات  اللوجستي  الانحدار  مثل  مختلفة 
العلاقات بين العوامل المختلفة وخطر السكتة الدماغية. بالإضافة إلى 

ذلك، تم بناء وتقييم عدة نماذج تعلم آلي للتنبؤ بالسكتة الدماغية.

النتائج: أظهرت النتائج أن العمر، ومرض السكري، وارتفاع ضغط 
الدم، وارتفاع الكولسترول، والتاريخ المرضي لأمراض القلب والأوعية 
الدموية هي عوامل خطر رئيسية للإصابة بالسكتة الدماغية. وكان 
نموذج الغابة العشوائية هو الأفضل في التنبؤ بخطر السكتة الدماغية، 

حيث حقق دقة 72.46%.

بدقة  للتنبؤ  العشوائية  الغابة  نموذج  استخدام  يمكن  الخلاصة: 
الديموغرافية  المعلومات  على  بناءً  الدماغية  بالسكتة  الإصابة  بخطر 
عوامل  وعلاج  مراقبة  أهمية  على  الدراسة  هذه  وتؤكد  والسريرية. 
الخطر مثل ارتفاع ضغط الدم والسكري لتقليل خطر الإصابة بالسكتة 

الدماغية.

Objectives: To develop a machine learning model to 
accurately predict stroke risk based on demographic 
and clinical data. It also sought to identify the 
most significant stroke risk factors and determine 
the optimal machine learning algorithm for stroke 
prediction.

Methods: This cross-sectional study analyzed data 
on 438,693 adults from the 2021 Behavioral Risk 
Factor Surveillance System. Features encompassed 
demographics and clinical factors. Descriptive 
analysis profiled the dataset. Logistic regression 
quantified risk relationships. Adjusted mutual 
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information evaluated feature importance. Multiple 
machine learning models were built and evaluated 
on metrics like accuracy, AUC ROC, and F1 score.

Results: Key factors significantly associated with 
higher stroke odds included older age, diabetes, 
hypertension, high cholesterol, and history of 
myocardial infarction or angina. Random forest 
model achieved the best performance with accuracy 
of 72.46%, AUC ROC of 0.72, and F1 score of 0.74. 
Cross-validation confirmed its reliability. Top features 
were hypertension, myocardial infarction history, 
angina, age, diabetes status, and cholesterol.

Conclusion: The random forest model robustly 
predicted stroke risk using demographic and clinical 
variables. Feature importance highlighted priorities 
like hypertension and diabetes for clinical monitoring 
and intervention. This could help enable data-driven 
stroke prevention strategies.
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Stroke is a devastating medical condition and a 
leading cause of long-term disability worldwide. It is 

the second most common cause of death and the third 
most common cause of death and disability combined.1 
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In the United States alone, stroke accounts for one of 
every 19 deaths.2 In addition to being a major cause 
of morbidity and mortality, stroke is also a significant 
financial burden on the healthcare system. The projected 
total cost of stroke in the United States in 2035 is 
expected to be $129.3 billion, including the direct costs 
of healthcare services and medications, as well as the 
indirect costs of lost productivity and premature death.3

Several demographic and clinical attributes are 
recognised as risk factors for the development of 
stroke. Non-modifiable factors established through 
epidemiological research include advanced age, male 
sex, and family history of stroke.4,5 Modifiable risk 
factors centred around lifestyle and underlying medical 
conditions have also been identified. The leading risk 
factors in this category include hypertension, diabetes 
mellitus, cardiovascular disease, smoking, obesity, 
physical inactivity, and poor diet.6,7 A comprehensive 
understanding of how these attributes interact and 
jointly influence stroke probability could help guide 
targeted preventive strategies.

Machine learning presents an opportunity to 
advance stroke risk prediction through automated 
detection of complex patterns in large health datasets.8,9 
By considering nonlinear relationships between 
diverse risk factors, machine learning models show the 
potential for more accurate risk stratification compared 
to conventional regression analyses.10 Although several 
studies have demonstrated the relevance of machine 
learning applications to predicting stroke outcomes, 
further work is still needed that utilises robust datasets 
and compares model performance. Furthermore, 
consensus is still evolving on best practices for machine 
learning workflows in stroke research, including optimal 
models, feature selection methods, and performance 
metrics.11–13

The study aimed to develop a machine learning 
model that could accurately predict a patient’s risk of 
stroke based on their demographic and clinical data. The 
secondary objective was to identify the most important 
risk factors for stroke and to determine the best 
machine learning algorithm for stroke prediction. By 
advancing the prediction of future stroke cases through 
an automated analysis of risk attributes, this research 
strives to contribute novel insights with implications for 
both clinical practice and public health policymaking. 
Facilitating the early identification of high-risk 
individuals could empower lifestyle modifications and 
medical optimisation to reduce stroke occurrences on 
a population scale. In turn, this may help reduce the 
immense human and economic burdens associated with 
strokes worldwide.

Methods. Data source. The data for this study 
were sourced from the 2021 Behavioral Risk Factor 
Surveillance System (BRFSS), a publicly available 
dataset managed by the U.S. Centers for Disease 
Control and Prevention and released under the CC0 
1.0 Universal (CC0 1.0) Public Domain Dedication 
license.14 Due to its open nature, no ethical approval or 
informed consent was required for its use.

Data collection and preprocessing. Data 
preprocessing procedures were carried out using the 
Python programming language within the Google 
Colab environment. These procedures included data 
cleansing, feature selection, and feature engineering. 
Missing values were addressed, and relevant attributes 
were selected. The dataset’s missing values were 
addressed using Iterative Imputer with a Logistic 
Regression estimator. This approach predicts missing 
values based on existing feature relationships. By fitting 
and transforming the data, missing values were replaced 
with informed estimations, resulting in a complete and 
consistent dataset for analysis. This method preserves 
dataset integrity by leveraging inherent correlations for 
improved imputation accuracy. Feature engineering 
involves both the merger of existing features and the 
creation of new ones. With an initial dataset of 438,693 
records, the ‘diabetic status’ variable was derived by 
categorizing individuals as ‘not diabetic’ or ‘diabetic,’ 
following the removal of prediabetic and gestational 
diabetic records from the ‘diabetic status’ variable. To 
predict stroke status, we considered categorical variables 
such as gender, age group, body mass index (BMI) 
category, smoking status, diabetic status, hypertension 
status, cholesterol status, myocardial infarction (MI), 
and angina or coronary heart disease (angina/CHD), 
Table 1.

Descriptive analysis. Descriptive analysis was 
employed to summarize the categorical variables 
and their respective group distributions within the 
dataset. The percentage distribution of groups within 
each variable was computed to offer a comprehensive 
overview of the dataset’s composition.

Logistic regression analysis. A logistic regression 
analysis was conducted to examine the relationships 
between all predictor features and the target variable 
diabetic status. Odds ratios (ORs), 95% confidence 
intervals (CIs), and p-values were calculated to 
measure the strengths of these associations and assess 
their statistical significance, with p-values below 0.05 
considered significant.

Feature importance assessment. Feature importance 
in predicting the stroke status target variable was 
assessed using the Adjusted Mutual Information 
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Figure 1 - Adjusted mutual information for the independent variables.

(AMI) method. Adjusted Mutual Information, which 
accounts for chance agreement, measures mutual 
information between variables while ensuring there is 
no shared information among the features, enhancing 
its effectiveness for feature evaluation.

Model selection and evaluation. Multiple machine 
learning models were employed to predict stroke status, 
and their performance was evaluated using various 
metrics, including accuracy, area under the ROC 
curve (AUC ROC), precision, recall, and F1 score. 
The best-performing model underwent retraining and 
cross-validation to ensure its robustness. The dataset 
exhibits a significant class imbalance, with the “no 
stroke” class having 421,479 instances and the “stroke” 
class having only 17,214 instances. This highlights a 
ratio of approximately 25:1, where the “stroke” class 
is severely underrepresented. To ensure our model 

learns effectively from both classes and makes accurate 
predictions, addressing this imbalance is crucial. We 
will employ the Synthetic Minority Over-sampling 
Technique (SMOTE) to handle this issue. The models 
encompassed various techniques, including Random 
Forest, K Nearest Neighbors (KNN), Extreme Gradient 
Boosting (XGBoost), Neural Network, and Logistic 
Regression where default parameters were used for all 
models. SMOTE was employed to mitigate imbalanced 
data, generating synthetic minority class samples while 
minimizing overfitting. To rigorously validate the 
results, a 5-fold cross-validation approach was applied 
to the best-performing model.

Results. Descriptive analysis. This study presents 
a comprehensive analysis of demographic and health-

Table 1 - Variables description.

Variables Definitions
stroke status Stroke: 0 (no history of stroke), 1 (has history of stroke)
gender Gender: 0 (Female), 1 (Male)
Age group in year 
(y):

Age group: 13-level category (1: 18-24 y, 2: 25-29 y, 3: 30-34 y, 4: 35-39 y, 5: 40-44 y, 6: 45-49 y, 7: 50-54 y, 8: 55-59 y, 9: 60-64 y, 
10: 65-69 y, 11: 70-74 y, 12: 75-79 y, 13: 80 y or above)

 BMI (Body Mass 
Index):

Body Mass Index: 1: Underweight (BMI < 18.5 Kg/m2), 2: Normal weight (BMI 18.5-24.9 Kg/m2), 3: Overweight (BMI 25 - 29.9 
Kg/m2), 4: Obese (BMI ≥30 Kg/m2)

smoking status Smoker: 0 (no), 1 (yes)
diabetic status Diabetic: 0 (Not Diabetic), 1 (Diabetic)
hypertension status Hypertension: 0 (No Hypertension), 1 (Hypertension)
cholesterol status High Cholesterol: 0 (No High Cholesterol), 1 (High Cholesterol)
MI History of MI: 0 (no), 1 (yes)
angina/CHD History of angina or CHD: 0 (no), 1 (yes)

BMI: Body mass index, y: year, MI: myocardial infarction, CHD: coronary heart disease
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related features within the studied population, shedding 
light on critical characteristics that contribute to our 
understanding of population health dynamics. The 
gender distribution within the population is nearly 
identical, with 53.6% identifying as males and 46.4% 
as females. The study sample demonstrates a diverse age 
composition, with the largest age group being (65-69 
years), comprising 10.7% of the population. Following 
closely are the 60-64 and 70-74 age groups, accounting 
for 10.3% and 10.0%, indicating significant age 
diversity. Regarding BMI, most of the population falls 
into overweight (35.4%) and obese groups (33.5%), 
while a small percentage falls into underweight category 
(1.6%). Smoking status indicates that 87% of the 
population does not smoke, while 13% are current or 
former smokers. Diabetes status reveals that 83.7% of 
the population does not have diabetes, while 13.2% 
have diabetes. The analysis of hypertension status within 
the population indicates a significant distribution. 
Approximately 60.6% of individuals do not have 
hypertension, while 39.4% have been diagnosed with 
hypertension. Cholesterol levels show that 60% of the 
population has normal cholesterol levels, while 40% have 
elevated cholesterol levels. Most individuals, accounting 
for 94.8%, have not experienced an MI, however, 5.2% 
of individuals have a history of MI. Many individuals, 
representing 94.7% of the population, have not been 
diagnosed with angina or CHD. Conversely, 5.3% of 
individuals have been diagnosed with angina or CHD.

Logistic regression. In the multivariate logistic 
regression analysis results, various independent variables 
were examined in relation to the dependent variable, 
stroke status. The ORs, along with their corresponding 
95% CIs, provide insights into the likelihood of stroke 
occurrence, Table 2. Gender demonstrated 37.5% lower 
odds of stroke for male compared to the female. Age 
group showed that for each one-unit increase in age 
category, the odds of experiencing a stroke increased 
by 10.3%. Different BMI categories were associated 

with 38.7% lower odds of stroke. Smoking status was 
linked to a 2.8% increase in stroke risk among smokers. 
Individuals with diabetes had approximately 110.9% 
higher odds of experiencing a stroke. Those with a 
history of MI had approximately 278.9% higher odds, 
while those with angina or CHD had approximately 
73.3% higher odds. Hypertension was associated 
with approximately 130.3% higher odds of stroke. 
Conversely, cholesterol status was linked to a 19.7% 
increase in stroke odds. The relationship between all 
features and the target variable is statistically significant. 
These findings provide a quantified understanding of 
how each factor contributes to the probability of stroke 
within the studied population.

Feature importance. The adjusted mutual 
information scores for various features concerning their 
relationship with the target variable, stroke status, reveal 
that the top 6 most informative features collectively 
account for over 98% of the predictive importance in this 
analysis, Figure 1. These features, namely hypertension 
status (27.1%), MI (25.85%), angina/CHD (17%), age 
group (17.7%), diabetic status (15.9%), and cholesterol 
status (12.9%), display notably higher AMI scores and 
percentages, indicating a relatively stronger association 
with the prediction of stroke status. In contrast, gender, 
BMI category, and smoking status exhibit significantly 
lower percentages, ranging from 0.01% to 1.2%, 
suggesting a weaker relationship with the outcome. 

Models’ performance. The comparative analysis of 
different machine learning models for predicting stroke 
status reveals interesting insights, Table 3. Random 
Forest and XGBoost exhibit the highest accuracy, at 
72.5% and 72.1%, respectively, indicating their overall 
correctness in predictions. Random Forest stands out 
in precision, capturing 70.4% of true stroke cases 
among its positive predictions, closely followed by 
XGBoost at 70.0%. However, Neural Network excels 
in recall, correctly identifying 79.5% of actual stroke 
cases. When considering a balanced metric like the F1 
Score, which accounts for both precision and recall, 
Random Forest and Neural Network lead the pack 
with scores of 73.8% and 73.75%, respectively. Finally, 

Table 3 - Predictive models performance.

Models Accuracy Precision Recall F1 Score AUC ROC

Random Forest 0.725 0.704 0.775 0.738 0.725
XGBoost 0.721 0.700 0.775 0.735 0.721
Neural Network 0.717 0.688 0.794 0.738 0.717
Logistic Regression 0.706 0.699 0.724 0.711 0.706
KNN 0.690 0.682 0.713 0.697 0.690

Table 2 - Multivariate regression analysis.

Features OR CI
gender 0.626 0.620-0.632
age group 1.103 1.102-1.104
BMI category 0.613 0.611-0.615
smoking status 1.028 1.013-1.043
diabetic 2.111 2.084-2.138
cholesterol status 1.197 1.185-1.210
MI 3.379 3.317-3.441
angina CHD 1.733 1.701-1.766
hypertension status 2.304 2.279-2.329
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the AUC ROC, which measures a model’s ability to 
distinguish between positive and negative cases, aligns 
closely with accuracy, again placing Random Forest 
and XGBoost at the forefront. Based on the provided 
metrics and their comparative analysis, it appears that 
the Random Forest model is the best-performing model 
for predicting stroke status. It achieves the highest 
accuracy, competitive precision, and recall, and it also 
has a strong F1 score and AUC ROC. To validate the 
Random Forest model, which performed the best, we 
used 5-fold cross-validation. This resulted in a mean 
accuracy score of 0.723 and a standard deviation score 
of 0.002, which suggests that the model is reliable.

Discussion. This comprehensive analysis of the 
demographic and health determinants of stroke risk 
provides critical insights that align with and build 
upon the existing body of research. Specifically, both 
the descriptive overview of the population sample and 
the predictive modelling unveil key patterns and risk 
relationships with implications for both prevention 
and care. In this regard, the gender distribution 
proves notable, with a slightly higher representation 
of males at 53.6% versus 46.4% females. This 
approximates the gender ratio within the overall U.S. 
population and many prior stroke studies, thereby 
facilitating generalizability.15,16 Gender emerged as a 
significant predictor in the regression analysis, with 
males demonstrating 37.5% lower stroke odds, which 
suggests that potential physiological or lifestyle factors 
may be driving higher female susceptibility. Although 
age and comorbidities can attenuate this difference, a 
female susceptibility across groups was found to persist 
in earlier studies.15,17 This discrepancy warrants a closer 
look at cohort studies and clinical trials, particularly to 
ascertain any differential responses to treatments.  

The age distribution revealed a high level of diversity, 
with the most prevalent group being 65–69 years old. 
This wide range increases the suitability of generalised 
inferences across ages. It also corresponds with the 
literature indicating steadily increasing stroke incidence 
after age 55, peaking in the 60s and 70s.18–20 Age also 
exhibited a clear association in the regression, with 
10.3% higher odds per age category.  

Over two-thirds of the population in this study 
fell into the overweight or obese BMI classes. While 
the regression analysis found that people with higher 
BMIs had a 38.7% lower chance of stroke, other studies 
have shown mixed results. For instance, some studies 
have found that obesity increases the risk of stroke, 
especially in younger people.21,22 Other studies have 
found that low body weight also increases the risk of 

stroke.23 Additional research into BMI’s age interactions 
may help explain this discrepancy.24 Regardless, weight’s 
interactions with stroke pathology merit additional 
probe. 

Most individuals who participated in this study 
did not currently smoke, though 13% reported being 
former smokers. This aligns with declining national 
smoking trends.25 Smoking proved to be a significant 
but weaker predictor, with just 2.8% higher stroke 
odds. This corroborates research showing smoking as 
a less dominant risk factor compared to hypertension 
or diabetes.26 Prevalence of diabetes (13.2%) and 
hypertension (39.4%) closely mirrored nationwide 
estimates of 10% for diabetes and 43% for hypertension 
among U.S. adults.27–29 Our results showed that people 
with diabetes had 110.9% higher odds of stroke, 
whereas those with hypertension had 130.3% higher 
odds. This highlights the significant burden of disease 
that these conditions place on individuals and society. 
Over one-third of the population exhibits elevated 
cholesterol, although its regression OR is more modest 
at 1.197. This aligns with some studies positioning 
cholesterol as a significant but weaker metabolic factor 
than others, such as diabetes, in multivariate analyses.18 

Finally, just 5.2% and 5.3% of patients had an MI or 
angina/CHD history, respectively. However, these small 
groups face heavily amplified stroke odds of 278.9% and 
73.3%, which underlines the influential risk conferred 
by these atherosclerotic conditions, especially MI.30,31

The adjusted mutual information and feature 
importance scores provide a powerful synopsis of the 
multivariate analysis by distilling the most predictive 
input variables. Hypertension, unsurprisingly, had the 
strongest association with stroke probability at over 27% 
explanatory power. Its overwhelming impact here aligns 
with its prior designation as the single most critical and 
modifiable stroke risk factor.32,33 Prior MI and angina/
CHD followed hypertension, accounting for over 25% 
and 17% of the explanatory ability, respectively. This 
accords with their dramatic ORs and status as major 
non-modifiable precursors of stroke pathology in the 
existing literature.30,31 Diabetes and age also featured 
prominently, collectively accounting for over 30% of 
predictive capacity and confirming their role as leading 
stroke determinants.18 In contrast, smoking, BMI, 
and gender displayed AMI scores below 2%, which 
supports their non-significant or surprising regression 
relationships in this sample. The feature importance 
thus efficiently summarises the variables most strongly 
and directly associated with stroke occurrence, thereby 
highlighting priorities for clinical intervention and 
monitoring.
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The machine learning models provided predictive 
power beyond the regression insights, with the top-
performing algorithms achieving over 70% predictive 
accuracy. Among the machine learning algorithms 
compared, random forest achieved the best performance 
for stroke prediction based on balanced metrics, 
including accuracy (72.5%), precision (70.4%), F1 
score (73.8%), and AUC ROC (72.5%). Its strength in 
handling nonlinear relationships and the interactivity of 
variables is consistent with the complexity of biological 
systems underlying stroke aetiology.34 However, to 
improve the performance of a machine learning model, 
hyperparameter tuning could be used. Two common 
approaches supported by the scikit-learn library 
are Grid Search CV and Randomized Search CV. 
Validating the optimal random forest model via cross-
validation yielded consistent accuracy, which confirmed 
its reliability for generalisable inferences. Overall, the 
machine learning models delivered robust predictive 
analytics while spotlighting specific high-risk factors 
through feature importance interpretations.

Several other studies have proposed strategies for 
stroke prediction based on machine learning (ML) 
algorithms, with excellent results being reported.35–40 
However, there is great diversity in the variables 
analysed (clinical, molecular markers, or imaging), 
calibration/training protocols performed, and models 
implemented (neural networks, tree-based, and kernel-
based methods). One study analysed an ML model of 
stroke prediction at three months using the Hospital’s 
Stroke Registry (BICHUS) on the basis of demographic, 
clinical, molecular, and neuroimaging variables.38 
The ML classifiers exhibited high performance with 
over 0.90 AUC in the 3 groups evaluated in relation 
to the mortality outcome. Another study used ML 
techniques to predict outcomes after endovascular 
treatment in stroke patients.37 In this case, the authors 
developed a model that could predict the likelihood 
of a good outcome with an accuracy of 0.81. Another 
study developed a score that can be used to predict 
the probability of the patient achieving each of five 
categories of the Barthel Index score at discharge from 
rehabilitation.40 Generally, previous studies on stroke 
prediction have often been limited by small sample 
sizes or models that are difficult to interpret. Our study 
addresses these limitations by using a very large sample 
size and a combination of 2 statistical methods (AMI 
and multivariate regression analysis) to explain how 
each variable contributes to predicting stroke status. 
This makes our predictive model more reliable and 
interpretable, which means that it is more likely to be 
accurate and can be used to better understand the risk 
factors for stroke. 

Despite its value, our study has some limitations that 
deserve discussion. As this was an observational study, 
causality between risk factors and stroke occurrence 
could not be definitively established. Furthermore, 
residual confounding from unmeasured variables is 
possible, and model generalizability beyond the study 
population remains to be validated on independent 
datasets. The cross-sectional design precluded 
the capture of time-dependent exposures, such as 
cumulative smoking pack-years. As another limitation, 
predictor definitions limited granularity, for instance, 
by collapsing BMI categories. Predictors focused on 
classic risk factors and that exclude novel biometrical or 
omics data could confer added predictive value.
Overall, the multidimensional analytics strongly 
synthesize established knowledge regarding stroke 
epidemiology while illuminating new patterns ripe 
for further investigation. The findings consolidate 
valuable insights for clinicians to enhance screening 
and prevention initiatives targeting the most influential 
risk factors in susceptible populations. They also 
underscore key variable relationships warranting refined 
understanding through additional empirical research. 
The model’s predictive capability lays foundation for 
deployment in clinical decision support and population 
health management applications.
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